
Figure 4: MultiTalk Bulletin Board

Figure 5: Collaborative Image Viewer

the workstations used for the prototype. The video player is
based on the MPEG-1 player developed at Berkeley [9]. In
both cases, state changing commands such as “play” and
“stop” are sent when a user starts or stops an audio or video
playback. Replicated copies of the collaborative tools on the
other conferees’ machines then execute the commands. We
have been able to achieve synchronization among the users
despite network latencies even with replicated applications.
This is achieved through specialized synchronization
primitives described more fully in [15]. In the present
system, the audio and video players operate on local copies

of the data items. This was done purely to save network
bandwidth between the collaborators. We are currently
working on the modifications necessary to handle audio and
video streamed from one machine in the network.

The collaborative image viewer, shown in Figure 5, was
originally developed as part of the IMACTS project at TASC
[13]. The viewer is able to handle images of extremely large
size when they are stored in the AIMS image format (a tiled,
hierarchical image format based upon TIFF). AIMS images
are organized as multi-resolution pyramids. The viewer
shows the user a low-resolution overview of the image and
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allows the user to zoom in to particular areas of interest. At
any particular resolution, only the tiles needed to fill the
high-resolution portion of the viewer are fetched. Additional

tiles are fetched as needed when the user scrolls and zooms
the image. At its highest resolution, the image shown in
Figure 5 is only about 6000 pixels on a side; however, the
viewer has handled images well in excess of 1 Gbyte of data.

Under VIEP, the image viewer was made collaborative.
Image loading, panning, scrolling, and zooming functions
are shared among all of the viewers in a conference. In
addition, the image viewer has the capability to fetch data
from a server in the network or use a local copy. The viewer
was also augmented with teleprinters for collaborative use.
Any number of teleprinters can be shown and manipulated
simultaneously. The user can select the color for his pointer,
and when he presses a mouse button in the high-resolution
portion of the viewer, the pointer location is shown in all of
the viewers in the specified color.

Finally, the image viewer has been enhanced with animated,
iconic overlays. In Figure 5, these are used to represent
planes and ships. The icons can be moved under

programmatic control, allowing the viewer to be used for
situation monitoring or “what if’ planning.

MMicast. Like the MBONE tools, MultiTalk makes
extensive use of multicast in order to use the network most
efficiently. The underlying communication among MultiTalk
desktops is via RAMP, the TASC-developed Reliable
Adaptive Multicast Protocol [14]. RAMP combines the
network efficiency of multicast with the programming
convenience of reliability.

Wireless Input Devices
The second key technology component in VIEP is the use of
wireless input devices. Commanders have been reluctant to
use technology that requires them to be wired to a computer.
Keyboards and mice, let alone data gloves and virtual reality
helmets, are deemed too odious. In addition, during time of
crisis, commanders should not have to search for a mouse to
access the necessary information. In fact, there may be more
people in the main VIEP situation room than there are
keyboards and mice.

One of the challenges for VIEP has been to find alternative
user interface technologies that 1) are more natural to use,
especially for high-level commanders, 2) allow for a broad
range of interactions with data, including 3-dimensional
data, and 3) support multiple users in front of the large-
screen display. The current VIEP system uses two
technologies to address these problems: video-based gesture
recognition and speech recognition.

Gesture Recognition. People naturally want to use their
hands when interacting with systems, both for specifying
(selecting) objects and for manipulating those objects. Mice,
trackballs, touch pads and screens, and graphics tablets are
limited to 2-D and 2.5-D datasets, have generally been wired
to the computer, and require a stable base or two hands to
operate. Three-dimensional input devices, such as data
gloves, space balls, and flying mice, tend to be expensive and
bulky when adapted for untethered use.

Increases in computational power and improvements in
processing algorithms have made video-based person
tracking systems possible. By means of a video camera, the

computer tracks the positions of the user’s hands. The user
needs no special equipment. Chroma keying can improve the
accuracy and performance of such systems, requiring the
user to wear simple, colored gloves.

We have incorporated a video-based gesture recognition
system developed at the MIT Media Laboratory into VIEP
[10, 11]. The software detects motion by subtracting a pre-
acquired background image ffom the incoming video stream.
The difference image is fed to an image understanding
module that infers the location of various body components,
allowing hand positions to be isolated.

Initially, the gesture recognition software has been used to
control a teleprinter on the collaborative image viewer.
Figure 6 shows the integrated system in operation. On the
left side of Figure 6, the user is standing in front of a
workstation with a camera on top of its monitor. The window
in the middle of Figure 6 shows the output of the image
understanding module; this is what the system “sees” after
the pre-acquired background image is subtracted from the
live video stream. Ultimately, the hand position is used to
control a teleprinter on the collaborative image viewer. In
Figure 6, the teleprinter is the small square under the “E’ in
the label “CRES” in the upper left of the image.

Stereo person tracking, utilizing two input cameras, is also
possible. We plan to incorporate this improved software into
VIEP in the future.

One shortcoming of video-based gesture recognition is that it
is only suitable for standoff operation. As the user
approaches the camera (which will in operation be mounted
above a large, rear-screen projection system), he either
obscures the background, thereby confusing the background
subtraction module, or he leaves the camera’s field of view
totally. Stereo tracking only exacerbates this problem, since
the user must be visible to both cameras. This is suitable for
a commander, standing back and surveying the situation, but
it is not appropriate for the other operators who need to work

more closely to the screen.

We have determined that a different type of wireless pointing
input is needed for near-screen operation. However,
commercially-available technologies for wireless pointing
do not satisfy our requirement of supporting multiple, near-
screen users. We are looking into using laser presentation
pointers coupled with laser detection technology behind the
rear-screen projector as an analog for the grease pencils
currently used by operations personnel. The electronic
grease pencil would be similar in operation to the pen used in
the Liveboard system [4].

Speech Recognition. At its best, video-based recognition is
still fairly low resolution. Although it is possible to track the
hands, it is difficult, for example, to localize the fingers. This
makes it difficult to use any sort of sign language for
selecting and manipulating data items. We have decided to
augment the wireless gesture recognition with speech
recognition to overcome this problem. Speech recognition
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Figure 6: Gesture Control of the VIEP System

naturally complements gesture recognition, allowing people
to point and talk to get their work done [1, 6].

The performance of speech recognition systems has been
greatly enhanced through the inclusion of natural language
processing. By relying on phrase recognition rather than
individual word recognition, accuracy of these systems has
increased greatly. The larger benefit of spoken language
understanding systems, however, is gleaned through the
resulting interpretation of thesentence or phrase, in that the
meaningless or extraneous words that naturally occur in
speech are automatically removed, and physically different
phrasings of essentially the same request can be mapped to
the same set of actions.

Although our initial requirements were only for limited word
recognition to implement select functions, our eventual goal
is to incorporate more functional spoken language
understanding into VIEP. There are many commercial and
research speech recognition systems available. We chose to
integrate BBN’s HARKTM Recognize speech recognition
software into VIEP [5]. HARK performs continuous speech
recognition and can be configured for speaker independent
recognition.

At this time, speech recognition is used to control the
panning, scrolling, and zooming functions of the
collaborative image viewer. By speaking commands such as
“scroll north,” “ go south;’ or “zoom in” the user is able to
control image position and magnification. By repeating a
direction, the user increases the scrolling speed in that
particular direction. Both spoken commands and mouse
input can be used interchangeably. In addition, incoming
commands from remote collaborators are also processed at
the same time.

Wireless and Traditional InterLaces. We do not expect that

we will totally eliminate the use of conventional input
devices in VIEP. Indeed, we have designed the system so that
it works equally-well with either wired or wireless input (or
both). We anticipate that trained operators, such as those that
work in the situation rooms today, will continue to be the
primary people interacting with the system. That class of
user will certainly use traditional input devices.

The MultiTalk subsystem supports the notion of varied
capabilities through a “plug in” architecture that allows users
to pick which capabilities they would like to use. In the main
situation room, speech and gesture recognition may be
plugged in for user input. At a remote site, there may not be
enough room for gesturing or the environment may be too
noisy for speech recognition. These users do not need to
worry about those components and can interact with the
system through traditional interfaces.

Large Screen Output
The third key technology component in VIEP is the use of
advanced display devices. Although the amount of data
available to users has increased dramatically, this increase
has not been followed by a corresponding increase in the
number of and effectiveness of tools to aid users in the
understanding the data. A simple method for helping users
manage the increased data volume is to provide larger
display areas, both in terms of resolution and in terms of
sheer physical size.

In essence, there are two types of collaboration within the
VIEP system. The first, described above, is the collaboration
with remote personnel using networks and teleconferencing.
The second is the collaboration among the commanders and
operators co-located in one of the situation rooms. These
users need to be able to see and manipulate each other’s data.
One user may be working in isolation with some data, but
eventually, the analysis of that data will need to be presented
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to the group. A large screen display provides enough space to
allow individuals to work close to the screen on a set of data.
At the same time, it affords the legibility for a group of users
to stand back and discuss that data.

The VIEP sponsor has constructed such a display for the use
of this and other projects. A photograph of this display is
shown in Figure 7. The display consists of three,
horizontally-tiled video projectors each driven at 1200 by
1600 pixels to produce a tiled display with a total resolution
of 1200 by 4800 pixels across a screen area of 40 inches by
120 inches. The high-resolution data projectors are mounted
behind a glass screen; rear projection is employed so that
users can stand directly in front of the display. The software
treats the three monitors as one, large X Window System
root window. Each projector actually has a video bandwidth
approaching 2000 by 2500 pixels yielding a future display
capability of approximately 15 million pixels.

As mentioned previously, the VIEP program is interested in
investigating three-dimensional data. There are two standard
techniques for producing 3D in a projection system. The first
is to use two projectors polarized orthogonally to each other.
The users wear correspondingly polarized glasses to receive
a different image on each eye. It is critical in this
configuration that the projection screen be non-depolarizing.
The second way is to alternately project left and right

images. The users wear active glasses that block the eyes
alternating in synchrony with the projector. If the switching
speed is fast enough, “cross talk” between the two channels
is minimized. Both options are quite costly; VIEP is likely to
use more limited 3D display capabilities in the near future.

STATUS AND FUTURE WORK
VIEP is a 3.5 year program. We have just completed our
second year of the development and integration effort. The
system discussed in this paper is demonstrable and has been
used over both local and wide area networks. Feedback from
the program sponsor has been very positive.

There are several areas where we are actively developing the
system. First, we are investigating additional types of
wireless input devices, particularly for near-screen use. As
described previously, we are developing an electronic
“grease pencil” using laser presentation pointers and video
cameras located behind our projection screen. In addition,
electric field sensing technology looks promising as a means
of interacting with the system [16].

Second, we expect to improve upon the wireless interface
technologies already present in VIEP by incorporating stereo
person tracking as well as increasing the amount of the
system that is controlled via gesture recognition. We would
also like to increase the type of system operations that can be
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performed via speech input as well as expand the system’s

lexicon to include more complex phrases in addition to
simple commands.

We also expect to further investigate the use of audio output
for VIEP. At present, audio output is only used for the
playback of audio clips. Audio could prove valuable in
providing system feedback, especially in the case where the
users are standing back from the display and more traditional
textual feedback may not be readily visible.

Work is also underway to incorporate audio and video

streaming technology into the system. This is particularly
important for information sources that acquire data in real-
time. There may not be adequate time to capture the data
item and then ship it between the potential collaborators.

Finally, as mentioned previously, we are interested in adding
three-dimensional data and viewing to VIEP.

CONCLUSION
The VIEP system is a synergistic combination of what have
been, up to now, separate technologies: wireless interfaces
including gesture and speech recognition; extremely large,
high-resolution displays; and collaborative computing
encompassing traditional audio and video teleconferencing
as well as specialized multi-user applications. While
developed to support command and control operations, we
feel that such a system is applicable in other environments as
well. In particular, any environment where there is a lot of
multimedia data that needs to be communicated among
distributed users, such as medicine or science, is a candidate
for a VIEP-like system.
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